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World Wide Web

web
web

word-based n-gram model
bigram model
tri-gram model

bigram model  reverse bigram

model corpus-based
web-based
page count

corpus-based web-based

likelihood ratio test

page count
page count
corpus
web web
web
corpus
web-based
page
count
web

Development of a question answering system
focusing on open-domain knowledge in Chinese
environment is studied in this dissertation. = New
question type categories, ranking strategies, and
identification of answer candidates for short-answer
questions and long-answer questions are proposed.
Performances of modules in the QA system are evaluated,
and the effects of different factors are studied. The NTU
QA System is now working online, which receives
questions and finds answers immediately from the

Internet.

Questions are classified into eleven question types,
including YESNO, SELECTION, PERSON, LOCATION,
TIME, QUANTITY, OBJECT, METHOD, DEFINITION,
PERSONDEF, and REASON
classification rule set is constructed, including 136 rules

questions. A
with a correct rate of 72.7% in an inside test. Question
cores can also be decided at the same time.

Answer candidate extractions of different question
types are proposed. The candidates of short-answer
questions are terms extracted by a named entity identifier
or descendents in a thesaurus. Candidates of long-
answer questions are phrases extracted by patterns or

noun phrases with head nouns denoting persons.

Different ranking scores are proposed for different
types of questions. Different Ranking strategies and

weight assignments are experimented. The
performances of different question types are: Coverage
52.9%, MRR 0.446 for short-answer questions; Coverage
56.3%, MRR 0.443 for DEFINITION questions; and
Coverage 60.7%, MRR 0.418 for PERSONDEF

questions.

An online system has been built and working on the

Internet. Besides receiving questions in natural
languages and returning answers found on the Internet
immediately, the QA system also provides the time point

when an answer took place.
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12.

(speaker dependent)
frame

Mixture

13.

411
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14.
PDA
(MFCC, Mel-frequency cepstral
coefficient) (HMM Hidden Markov
Model)

FFT, Logarithm

20 8%

15.

OGMM



VQOGMM OGMM GMM
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(3)

VQOGMM
OGMM
TIMIT
NTIMIT CTIMIT 17.
9921% 61.51%  10.49%
TIMIT OGMM
NTIMIT
GMM ARVM
ARVM
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HMM
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(Audio Signal Processing)
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(Longest Word First) (Dynamic

Programming)

19.

vocoder PSOLA

Multirate phase

PSOLA phase vocoder WSOLA

20.

Retrieval)

multirate

CBMR(Content-based Music

13

DTW(Dynamic Time Warping)

DTW

DTW Lower Bound
DTW DTW

time
warping
21.
(background knowledge)
(general)

(parse tree)

(Information
Retrieval) (machine translation)

(poetry generation)
(semantic grammar)

(Viterbi Algorithm)

(Hidden Markov Model) Bi-gram Tagger
(Probabilistic Context Free Grammar)
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(Semantic Web)

(Ontology)

(Semantic Structural Similarity)
(Semantic Annotation) (Semantic Parsing
Rules)

(Semantic Structural Similarity
Matching)
(Paraphrase)
23.
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(power spectrum)
(Gain function)
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24.
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25.
Lakoff Johnson (1980)
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(1986)

(folk theory)
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hours. (RS-related) (4) a. (RS) b.
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(1988)
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( )
(implicature)
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(root verb)
27.
Pustejovsky 1995
The Generative
Lexicon

Tye Coercion

Light Verb

Dynamic Generative

Lexicon Pustejovsky

selectional restriction

Pustejovsky

type coercion

type coercion

evenet predicate

extensional semantics



Pustejovsky

Dynamic Generative
Lexicon

selectional restriction
+NP
qualia structure
Dynamic
Generative Lexicon

28.

Google
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29.

(Degree)
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(Theme)



30.

31

(3 ”(_a)
«“ ” tik a [tik ga]
”(_e)

113 ’ 113

out-of-vocabulary, OOV
lexical analysis
named entity, NE

17

recall
ambiguity resolution
maximal-matching

pattern matching

96%
88%
89% 80% precision
90% excluding rate 99%
32.
World Wide Web,
Web
Mining
Machine Translation
Cross-Language Information Retrieval
Bilingual
Parallel Text Corpora
Live

Corpora



Anchor Text
Search Result Page

Probabilistic Inference Model
Link Structure

Transitive

Translation Model
Coverage Rate
Chi-Square Test

Analysis
Precision
Rate
228,566 114,182
622
50 67%
44%
64%  82%
Probabilistic Retrieval Model
NCTIR-2
Mean Average Precision 0.207

0.241
Cross-Language Web Search

LiveTrans

33. Web
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Web
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(inverted file)
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gap Web
2
(chunk)
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18%
15% (2)
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8%~45% (4)
16% 15%
34. Ontological Chain
(Ontological
Chain)

(Transilation Ambiguity)
(Domain Knowledge)

(The Eurovision ST Andrews Photographic

Collection, ESTA)

49% 81%
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spectrogram
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spectrogram
spectrogram
Gabor Wavelet
spectrogram
spectrogram
spectrogram
Gabor Wavelets spectrogram

spectrogram
spectrogram
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37.

Reference
52% 51% F

Reference
F

69%

38.

39.
GENIA SwissProt

back-off
GENIA SwissProt
77%

89%

(BIC)

40.

Error)
(Criteria)
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(latent semantic indexing)

20

k-NN

GMM

mixture component(Common

Component GMM CCGMM)

(PTSND)
FAR 18.8% 16.8%
(Mean Square
(Maximum Likelihood)
MAT4500 9:1
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HMM

41.

(uncertain sounds)

53.93%

42.

(particles)

10.6%

Syllable Contraction

TTS

Corpus-based

pitch contour
Corpus-based TTS

(paralinguistic sounds)

43.33%

16%

PTSND

45.

47.33%

46.

TD-PSOLA

20%

42.67%



3.0
0.78

47.

0.87
0.96

. (AE-DCSC)

(Spectrum-Level-Normalization)

(Enhancement of Spectral Peaks)

(SONFIN)

TIMIT
74.75%

- permutation problem

channel (convolute)

dilation problem
FastICA

22

FastICA
FastICA

demixing matrix

noise  channel

49,
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50.
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(MFCC)

(RC)

(Beamforming)

(LPC)
(LPC-derived

(PLP)

(MFCC)

78.3%
98.5% (PLP)
78.9%

98.5%
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52.
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2)

).
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53.
TreeBank (HowNet)
95.6%
85.24% 8.3

14.9% 12.47%



MOS

55.

(confidence measure score)
(word significance score)
(linguistic score) (probabilistic context
free grammars score) (semantic
dependency grammars score)
(dynamic programming algorithm, DP)

centroid) (spectral rolloff)
flux) (zero crossing rate)

56.
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pause)
2)
3)
4)
(LDA)
(GMM)

24

(spectral

(spectral

(Mel-frequency cepstral coefficients, MFCC)

(PCA)

(filled



(SAHMM)
(fragment class)

57.
1).
Grammar
2,036
(Transfer Rule)
81.6%

2).

4).

0.087
Top-5

81%

Context Free
EM
3).

5.6 )
7,931
80%
AER
Top-1
91.5%
20

58.
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59. Ontology
Ontology
Ontology
Weighted Ontology
Ontology Concept
Ontology
(MCW)
(MSRPW)
Ontology
Services
60.

(hierarchical classifier)

Ontology

Concept

(MSRPL)

web

26

(data fusion)

(log-likelihood)

(randomness)

(maximum likelihood)
EM

(minimum classification error)

32

(multi-stream) (multi-modal)

61.

(maximum likelihood linear
regression, MLLR)

(maximum a posteriori linear
regression, MAPLR)

(quasi-Bayes linear regression,
QBLR)

(minimum
classification error linear regression, MCELR)



TCC300

62.

(independent component analysis,
ICA)
(non-Gaussianity)
(measurement criterion)

(blind source separation) (data

clustering)

(independence)

(likelihood ratio)

(non-parametric)
(kernel density estimation)

(gradient decent) ICA

(pronunciation variation)

(hidden Markov model)
TCC300 HMM

(mixing matrix)

27

SIR(signal to

interference ratio)

63.

(Web Service)
Web

XML SOAP WSDL UDDI Internet

(Service) Web Service
Commerce) Web Service

WFMs(Workflow Management System)

(Services Composition)

Web Service

(Ontology)

Ontology

64. XML

(E-



XML(eXtensible Markup
Language)

(keyword-based)
(content-based)
XML XML

XML

XML

VSM

VSM XML

65.

(ARNFF)

ARNFF
ARNFF

MCA

ARNFF

(1) ARNFF
MCA
(2) ARNFF
(3)
ARNFF

66.

Voice over Internet Protocol, VoIP

RTP/RTCP RAT Robust-Audio
Tool RAT
RAT
67.
TAICAR
( 1KHz)
PASTd

ARM-Based Aletra EpxA10
9.7MHz

68.

(PDA)



HP iPAQ Pocket PC

69. /

(IP)

70.
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71.

93.97%

72.

(state)

98%
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(zero-crossing)

(Hard-Limited
KLT) 0

1.e.

MFCC

30
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Top N
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v
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post-processing

81.

32

Context Graph

Openfind Yahoo!
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82.
Cadabia
OWL
Algebra
83.

OWL

Class Algebra

RMI

Class

33

In laboratory research on tonal coarticulation in
Taiwanese, one study (Lin, 1988)) reported a
perseveratory effect but no anticipatory effect, while
another two (Peng, 1993, 1997) found a significant
anticipatory effect. Peng (1993, 1997) also found tonal
variation due to prosodic positions. Unlike these previous
laboratory studies, this study investigates tonal
coarticulation and prosodic effects in Taiwanese tones
using natural conversations from the Taiwanese Spoken
Corpus (Tsay and Myers, 2004), of which fifty-six
minutes of recorded conversations were analyzed.
Regarding tonal coarticulation, consistent with Lin (1988),
the results showed that the perseveratory effect was found
in three target tones: high tone, mid tone and low tone.
The effect is assimilatory in nature. A tone with high FO
raises the following tone and a tone with lower FO lowers
the following tone. The FO range of the target tone is
affected by different preceding tone. The tonal slopes of
the target tone are distinct when preceded by different
tones. On the other hand, the anticipatory effect was only
found in mid tone. Similar to the perseveratory effect, the
anticipatory effect is also assimilatory. When the
following tone is with higher FO, the target tone becomes
higher; when the following tone is with lower FO, the
target tone becomes lower. The FO height and slope of the
target tone is also affected by the following tone.
Therefore, in the case of mid tone, the tonal coarticulation
is bidirectional and symmetrical. As for prosodic effects,
the results confirmed Peng (1993, 1997), showing that FO
is the lowest in utterance-final position, while in other
phrase-final position it is slightly lower than in non-
phrase-final position. This study thus demonstrates the
results obtained in the laboratory do indeed carry over

into actual conversation.
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(noun bias)

( )
Cognitive
Determinism 1993
Tardif (Mandarin)

(verb bias)

(composition of early lexicon)
Linguistic Determinism

Cognitive
Determinism

Linguistic
Determinism

( )
(TAICORP, directed by Prof. Tsay

at National Chung Cheng University, 2003)

(monthly count)
(cumulative count)
(word type)
(word token) (object nouns)
(action verbs)
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( CT Link)
(Server)
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AT&T, IBM, Lucent, and Motorola
XSL
XML style sheet XML  Extensible Markup
Language HTML VoiceXML
java XML
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95%

80%
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Flash Memory LCD 1/O
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open source
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K-means
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(nucleus/coda oddity test)
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(digit span)
(English receptive vocabulary)
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98.
H.323 SIP
(Multipoint/Multiparty Conference)
(Centralized) (Multipoint
Control Unit MCU)

(Call-Setup Protocol)
P2P (Peer to Peer)
(Speech Mixing) (Voice Activity
Detection VAD)
Rate 8k

(Echo



Cancellation)
99.
(Bluetooth)
TCC-300 HTK
(Speaker Independent)
TCC-300
0 4 50
0 4
50 55.82%
53.54% 42.74%
TCC-300
69.25%

CVSD+LPF+GFSK+Rician Fading

0 5.18% (55.82% -
50.64%) 4 5.6%(53. 54% - 47.94%) 50
14.22% (42.74% - 28.52%)

100.

IEEE802.11b
2 3

HTK TCC-300

1

101.DSP
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(Dynamic Time Warping)
(FPGA)

97%

102. G729
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G729
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ITU
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Event Frame
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Wiki

Wiki
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39

Wiki

2

Wiki

3)



106. ] ( ) ( ) (
vV 0 H)®

3)

“4)

108.

source domain
target domain
2003

107.

(Chinese Aspect)
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predication negation

clause negation

local negation

41

111

112.

pedagogical grammar
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diagnostic tests
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“seeing (that)”

“seeing (that)”

“As we can see”

42

114.

theme

(onset)
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Interface)
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(Voice User

(Dialog Management)

XAML-V (eXtensible
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116.
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VoiceXML
Animation Markup

(Information
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32 31
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(unchecked tones)
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(Inverted index file)

DNCSS (Dynamic News Clustering and
Summarization System)

120. SOM
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(Information overflow)
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SOM) (Category map)
SOM
892
(Vector Space Model)
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(Output) 20x20 (Node)
121.
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Carl E. Seashore
”In Search of Beauty in Music”
( )
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C54xxDSK C5402
16
(Memory-Mapped)
(DMA)
Butterworth
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(Oversampling)
(Downsampling)
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(Interpolation)
(Fast Fourier

Algorithms) (Discrete Fourier
Transform)

45

(Magnitude)

(Frame)
(Deviation)

UART (PC)
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122. Support Vector Machine

(Automatic Text Categorization)
(Machine Learning)

Support
Vector Machine
(D.
2. SVM
Support
Vector Machine (SVM)
SVM
Kernel Function SVM
SVM
500
kNN
SVM

123.

TDT(Topic Detection and
tracking)
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€] (nonlinear spectral subtraction
NSS) (2) (spectral subtraction with
) a b @ adaptive average of the gain function GSS)[16] (3)
/ (®) (spectral subtraction with smoothing
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masking smoothing  SMS)[18] (5)
(spectral valley subtraction SVS)
(1)
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113 ER)

132.
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(unilateral histogram
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equali-zation)  (2) 1
(bilateral histogram equalization) (3) 3
(multi-pass histogram equalization) 4

FBANK MFCC)
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11 11 101 101

Aurora2
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133.

134.

UML

49



HDL
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135.
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136.
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LDA K-NN HMMs
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79.2 K-NN
83.9
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137.
(customer relationship management CRM)

(agents)

(vector model)

(Mutual Information)
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(Conditional Probability)
FAQ FAQ
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(precision rate) (recall rate) 11
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138.ACELP

complexity
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Chen’s scheme

Wang’s scheme
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Hybrid scheme
139. AMR
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145,
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(Speech Synthesis)
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PSOLA) (Pitch Scaling Function)
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(Waveform Interpolation) (Spectral
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Sampling
Sampling
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(schema)
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150.
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semantic measure

fuzzy sets
Relational Database RDB
Fuzzy Relational Database
FRDB fuzzy functional
dependency normalize

data redundancy
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fuzzy functional dependency

fuzzy theory
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152. Bayesian Network

Bayesian Network
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(Information
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(Document

Summarization)
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(Sentence
Pattern)

154.
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(Mandarin Speech Database
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Internet
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USB
3
(
)
150.
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MRFE

TIMIT
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(MFCC)
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(HMM)
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Support Vector Machines, SVMs
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Concept Analysis
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TREC Interactive Track
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(Text Classification)
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VSM kNN SVM
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kNN SVM
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